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ABSTRACT 

This paper presents an initial baseline model of factors that 

give rise to an attacker. It explores the impact of successful 

rate of attack and social learning on the decision to become 

an attacker. The model utilizes rational choice theory, 

routine activity theory, social learning theory, and 

perceived behavioral control from the theory of planned 

behavior to examine factors that moves an individual from 

user to attacker. An agent-based model is used to depict the 

effect of interactions of users and attacks of all users, 

successful and unsuccessful, have on an individual’s 

decision to become an attacker. Preliminary results suggest 

that opportunity has a stronger influence than the rate of 

successful attacks or the size of the associated group. 
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1. INTRODUCTION 

Research on the behavior of cyber attacks is lacking 

primarily because it is hard to identify and access hackers. 

Despite these difficulties, the International Federation for 

Information Processing (IFIP) Work Group believes that 

“… gaining a rich understanding of hacker behavior could 

lead to native theories in information security research field 

that could have a profound impact for a number of related 

academic disciplines [8, p. 93].” 

One area of study that is beneficial is research on the 

factors involved in an individual’s decision to attack. 

Current research [9, 12, 13, 15] on hackers suggests that 

there is a community or social structure that provides the 

basis for learning. Xu et al. [25] acknowledge that 

association is an enabler but states that in the early stages 

tolerance of the behavior is also a strong component. Social 

learning and successful attacks (i.e. attacks that do not 

generate repercussions) are both factors. However, there is 

no indication of which factor is more influential. 

In this paper we will use agent-based simulation to compare 

three factors, group size, success rate and opportunity, to 

determine which has the greater influence. We create a 

baseline model of a connected group of users to explore the 

number of individuals that move from being willing to 

attack to actively seeking to attack. 

The paper is organized as follows. Section two provides 

background information on hackers and crime theories used 

to study hackers. In section three there is a description of 

the model. Section four reviews the results produced from 

the simulation. A discussion follows in section five and 

section six concludes the paper. 

2.  BACKGROUND 

In depth research on computer hackers is lacking primarily 

due to inaccessibility to data.  Several researchers have, 

however, made significant attempts.  Chantler [6] 
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characterizes hackers from qualitative data gathered using 

online surveys, interviews and site monitoring. He 

determines that hackers are self-motivated, intensely 

curious individuals about systems but had decidedly 

skewed ethical boundaries. Hollinger [11] determines that 

there is a likelihood of committing a computer crime if an 

individual associated with others that commit computer 

crime.  

Association appears to be a prominent attribute of cyber 

attackers. Several researchers [9, 12, 13, 15] have studied 

the social networks and communities of hackers. Jordan and 

Taylor [15] use interviews to gain insight into the 

“imagined community” of hackers. Holt [12] confirms [15] 

assessment of the hacker social network. He finds a 

subculture that exists, on-line and off-line, of sharing 

information, hierarchical positioning, demonstrating 

commitment and mastery, and recounting exploits. Other 

researchers have classified hackers by their skill level [6, 

19]. However, a classification does not aid in determining 

the factors that give rise to the act. 

In the absence of theories specifically aimed toward 

hackers, researchers often employ criminology theories 

some of which are Rational Choice Theory [5], Social 

Learning Theory [2], and Theory of Planned Behavior [1]. 

Rational Choice Theory is an economic based theory that 

assumes we make rational decisions based on expected 

utility – cost to benefits ratio. Rational Choice Theory is the 

basis for several studies of computer hackers [14, 18, 20, 

24] as it provides insight into behavioral decisions.  

However, humans are not purely rational.  They are subject 

to a bounded-rationality [21] – that is, they do not have full 

knowledge or the capacity to account for all possibilities.  

Further, they are subject to emotions, social learning and 

norms, and individual propensity.  Tibbets and Gibson [23] 

surmise that deviant behavior is strongly related to rational 

choice measures and individual propensity – the likelihood 

of acting on an impulse based on an individual’s level of 

self-control.   

Hu et al. [14] use Rational Choice Theory to study the 

effects of deterrence on users that might choose to commit 

information security policy violations in the workplace. 

Their conceptual model factors in the individual’s moral 

beliefs – their sense of right and wrong – and their level of 

self-control, which they refer to as propensity, and the 

perceived deterrence. They conclude that perceived 

benefits, not the cost-benefit ratio or the perceived 

deterrence, is the dominant influence. Beck and Ajzen [4] 

show that perceived behavioral control is strongly 

correlated to intention to behave dishonestly.  

We postulate that social association, perceived benefits, and 

perceived behavioral control determine the factors that 

moves an individual to become a hacker. 

3. THE MODEL 

Sokolowski et al. [22] use agent-based models to study of 

individuals that become an insider threat. In their model, 

Epstein’s Agent_Zero [10] structure is implemented to 

examine the effect disgruntlement, rational behavior, and 

the disposition of others has on the agent’s own disposition. 

Using their example, we examine the likelihood of any 

user, not just an insider, converting to an active attacker. 

We use the term attacker to denote that we model an 

individual that seeks to attack rather than a hacker, which to 

some might encompass attitude and motivation. Further, we 

advance the model to include the attack.  

We model the interaction of users to compare the effect of 

group size, attack success rate, and rate of opportunity on 

the migration to attacker and the number of attacks. The 

model represents a group of loosely connected users that 

are predisposed to commit cyber-crime. They share access 

to information/knowledge. Social Learning Theory suggests 

that individuals acquire knowledge and patterns of behavior 

through experience or observation [3]. Social learning not 

only improves skills and techniques, but also reinforces 

drive, motivation and rationalization of behavior [2]. This 

environment provides for social learning to take place. The 

theories discussed drive behaviors of the users. Theories 

link to attributes and behaviors are given in Table 1. 

Theory Attribute or Behavior 

Social Learning 

Theory 

Social component equation: 

users gain experiential 

confidence from the social 

connection with others.  

Routine Activity 

Theory 

Users attack only after 

reaching a level of motivation 

and an opportunity presents 

itself 

Perceived Behavioral 

Control (from Theory 

of Planned Behavior) 

Threshold that a user’s 

Experiential Confidence (XC) 

must cross for the user to 

believe he can successfully 

attack 

Rational Choice Cognitive component 

Table 1: Theories applied to attributes and behaviors in the model. 

Our model design uses Epstein’s theoretical Agent_Zero 

[10]. Users in the model are limited to only those that have 

the attitude or propensity to commit cyber-crime. The 

perceived benefit is represented by level of success the user 

senses in the group. This is the cognitive component of the 

model. The cognitive probability (P) is the local number of 

successful attacks divided by the local number of attempted 

attacks. Epstein uses the Rescorla Wagner equation to 

represent the affective component. 



𝑑𝑣𝑖

𝑑𝑡
= 𝛼𝛽(𝜆 − 𝑣𝑖) 

Where α and β represent the prominence of conditioned 

stimulus and unconditioned response and λ represents the 

learning rate. This equation, in our model, simply 

represents a learning curve. 

The disposition of a user at time t is then 

𝐷𝑖(𝑡) =  𝑣𝑖(𝑡) + 𝑃𝑖(𝑡) 

Next, we consider the social learning component. The 

social component, taken from Agent_Zero, is as follows 

𝐷𝑡𝑜𝑡
𝑖(𝑡) =  ∑ 𝜔𝑗𝑖𝐷𝑗(𝑡)

𝑗≠𝑖

 

ωji is the weighted strength of influence between users j and 

i.  

Table 2 provides a definition of our agent and its initial 

values. Each user is randomly assigned a threshold value. 

The user’s affective rate is calculated using the Rescorla 

Wagner equation given above. For the cognitive component 

for each agent i at time t, Pi(t), the user compiles the ratio of 

successful attacks, S, to total attacks, A, of other users to 

which he is linked. Links are given by matrix q where qji is 

1 if there is a link, 0 if there is not a link.  

𝑃𝑖(𝑡) =  
∑ 𝑞𝑗𝑖𝑆𝑗𝑗≠𝑖

∑ 𝑞𝑗𝑖𝐴𝑗𝑗≠𝑖

 

The user’s individual disposition is the sum of the affective 

and the cognitive components. The model uses Epstein’s 

D
tot

 equation above to determine XC. 

Agent 

Type 

User 

Agent 

Attributes 

Learning rate 0.001 

XC 0 

Perceived Benefits 

Threshold 

Uniform (0.0-1.5) 

# of Attacks 0 

# of Successful 

Attacks 

0 

XC at last attack 0 

Agent 

Behaviors 

Attack  

Gain/Lose Experiential Confidence 

Table 2: Agent definition and initial values. 

The decision to attack is an individual threshold for each 

user. Users chose to become attackers when their XC 

exceeds their threshold for perceived benefits. Users gain 

confidence individual learning, social learning, but lose 

confidence when an attack is unsuccessful. 

Users that have chosen to attack cannot do so until an 

opportunity presents itself. This assumption comes from the 

Routine Activity Theory [7] – crime can only occur when a 

motivated offender meets with a suitable target in the 

absence of a capable guardian. An individual with the 

intention to attack is the motivated offender. Opportunity, 

the suitable target, is represented in the model as a 

probability of occurring at any time. The capable guardian 

is a perceived deterrence. In this model, the deterrence is 

the lack of experiential confidence to successfully 

executing the task (i.e. lack of perceived behavioral control 

or experience).  

The dependent variable in this model is the decision to 

become an attacker. The independent variables are group 

size (size ranges from 2 to 50), success rate, and 

opportunity. XC is initialized to 2 representing an 

individual with limited knowledge of the system. The 

threshold is a random real number between 0 and 1.5. The 

maximum affective value (λ) is 1. The learning rate is 

0.001. α and β are 1. The weight of the social component is 

0.3. Individual disposition and opportunity are randomly 

selected binaries. Success or failure of an action and the 

disposition of users are drawn from probability 

distributions. The duration of the model execution is 1095 

time steps. This represents one day per time step for a 

period of 3 years. Figure 1 shows the flow of the 

simulation. 

 Figure 1: Activity flow diagram of the model. 



The assumptions of the model are as follows: users are only 

aware of the successes and failures of other users with 

whom they share a link; and all users equally influence a 

user. 

We execute the simulation 30 times with the success rate 

set at 0.5, the group size at 50 and the rate of opportunity at 

0.5 to determine the number of runs necessary for a 

confidence level of 95%. The average number of attackers 

is 32. The standard deviation (σ) for number of attackers for 

this sample is 3.216 and the standard error (SE) is 0.578. 

The following formula determines the number of runs 

necessary for a confidence level of 95% 

𝑅𝑢𝑛𝑠 = 1.96(
𝜎

𝑆𝐸
)2 

There are 115 iterations required for the desired confidence 

level. Further, there are an infinite number of combinations 

possible with the three dependent variables. To reduce the 

computational load, we use Latin Hypercube Sampling 

(LHS) [16] to select 100 combinations for testing. Figure 2 

details the sampling of parameters selected from the sample 

space for runs of the experiment. 

 

 Figure 2: Selected parameters from sample space using LHS. 

 

4. RESULTS 

We examine the number of attackers as a ratio of the group 

size. Figure 3 shows that the ratio of attackers to total group 

is relatively constant with a mean of 0.642 and a 95% 

confidence interval of 0.636 to 0.648. This result is not 

unexpected despite each individual only being able to 

initiate a single link. The group is predisposed toward this 

action. 

 

Figure 3: Ratio of attackers to group size. 

However, as figure 4 demonstrates, the number of attacks 

per person varies greatly. While the overall mean number of 

attacks approximately 206.6, the variance is 15919.4. 

Furthermore, there does not appear to be any direct 

correlation between the group size and the number of 

attacks per person.  

 

Figure 4: Average number of attacks per person. 

Table 3 clusters the data into groups to examine further the 

relationship of group size to average number of attacks per 

person. This still fails to produce any meaningful 

correlations. We therefore conclude that group size is not a 

factor that drives the number of individuals that migrate to 

active attackers or the number of attacks committed by 

those individuals.  

 

Table 3: Mean and variance of samples grouped by 10. 

We next compare the two remaining factors – success rate 

and opportunity – with the ratio of attackers and number of 
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attacks. Group size does not determine the attack rate for an 

individual. However, a comparison of attack rate per person 

with the other independent variables in Figure 5 shows a 

direct linear correlation between the attacks per person and 

the level of opportunity. Opportunity appears to be the most 

significant factor in the proliferation of attacks; individuals 

that become inclined to attack need only an opportunity to 

present it. Success rate, conversely, appears to have no 

effect. This suggests that the lack of success or the greater 

risk of failure is not a deterrent to the crime. 

 

Figure 5: Average number of attacks/person by success rate and 

opportunity. 

It also confirms that traditional theories such as deterrence 

theory and rational choice may need to be altered to address 

cyber-crime. 

5. DISCUSSION 

The current model represents a group of users that is 

predisposed to become attackers. It examines the size of the 

group, the success rate of group members, and the number 

of opportunities that present themselves. The goal is to 

improve our understanding of the factors that move an 

individual to attacker from predisposed user.  

Cybersecurity has benefitted from significant advances in 

the technology. Firewalls, anti-virus, and intrusion 

detection, for example, have made operating in cyberspace 

safer. However, we ultimately must address the human 

component of cyber-attacks. Why do people attack? 

Understanding the motive and the timing should ultimately 

improve our ability to prevent or respond making systems 

more resilient. 

The model is intentionally simplistic to allow for the 

isolation of factors. Further, it is only intended to generate 

theories. There is no empirical validation at this point. The 

purpose of this exercise is to begin to review what are the 

drivers of an attack, how do this drivers work in 

combination and what means is available to limit attacks in 

the future.  

In this model, we began with a population that was 

predisposed to attack. Studies of insider threat with respect 

to system sabotage show that there are often behavioral 

precursors that indicate a user might be predisposed to 

attack [17]. Does this hold for all types of attackers or is it 

isolated to insider threat? Is there a means to screen for this 

predisposition? Literature on hackers indicates that there 

are only a limited number of attackers capable of creating 

truly unique hacks [12, 13]; others copy code shared 

through websites, blogs, etc. Can we estimate the 

predisposed population through examining the number of 

unique visitors to various hacking websites? 

The goal for the future is to build a model that allows us to 

determine the combination of factors that gives rise to 

attackers and insider threats. We anticipate expanding on 

the baseline model validating each segment before adding 

an additional factor. The ultimate aim is to create a profile 

that allows us to recognize and alter the conditions that give 

rise to attackers. 

6. CONCLUSION 

In this paper we presented a model that compared three 

factors – group size, attack success rate, and opportunity –

that potentially contributed to migrating a predisposed user 

to an active attacker. We employed the theory of planned 

behavior, rational choice theory, social learning theory, and 

routine activity theory. We used the concepts developed in 

[10] to incorporate the social, cognitive, and affective 

disposition in the decision process. We determined that of 

the three factors, opportunity was the only factor that had a 

direct linear correlation with the number of attacks.  

The work presented is a preliminary study to establish the 

variables that will help identify and eventually mitigate the 

factors that influence cyber attacks. The research on the 

spectrum of system users to cyber attackers has been 

limited to date. We believe this is an important field of 

research that has to potential to yield significant and 

impactful results. 
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